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#### Abstract

Two algorithms based upon a tree-cotree decomposition, called in this paper spanning tree technique (STT) and generalized spanning tree technique (GSTT), have been shown to be useful in computational electromagnetics. The aim of this paper is to give a rigorous description of the GSTT in terms of homology and cohomology theories, together with an analysis of its termination. In particular, the authors aim to show, by concrete counterexamples, that various problems related with both STT and GSTT algorithms exist. The counterexamples clearly demonstrate that the failure of STT and GSTT is not an exceptional event, but something that routinely occurs in practical applications.
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1. Introduction. The tree-cotree decomposition arises from graph theory and consists in partitioning the edges of a graph into a spanning tree and its complement, referred to as the cotree. The idea of taking advantage of the tree-cotree decomposition is at the root of electric network theory [1], [2]. It has been used, for example, to generate a maximal set of independent Kirchhoff's equations for the network analysis (see, for example, [3]). The connection of electric network analysis to algebraic topology was soon recognized [4], [5], [6], [7], [8], [9], [10]. The tree-cotree decomposition became popular in computational electromagnetics after [11]. It had been widely used as a gauging technique to set well-posed magnetostatic and magneto-quasi-static boundary value problems (BVP). Nowadays, such gauging techniques have lost their importance, since the ungauged formulations were shown to be more effective, improving the condition number of the matrix for the linear system of equations; see, for example, [12].

More recently, two algorithmic techniques based upon the tree-cotree decomposition have been shown to be quite useful in computational electromagnetics. The first one, introduced in [13] (see also [14], [15], [16] and referred to as spanning tree technique (STT) in this paper, is commonly employed in order to compute the socalled generalized source magnetic fields, needed to enforce the source currents when solving magnetostatic and magneto-quasi-static BVP formulated by using a magnetic scalar potential. In this application, the STT is used to compute a 1-cochain when its coboundary 2 -cochain is given as input.

[^0]When solving a magneto-quasi-static BVP by using a scalar potential-based formulation, a basis for the first cohomology group over integers is needed ${ }^{1}$ [17], [18], [19]. Hence, over the past twenty years, a considerable effort has been invested by the computational electromagnetics community to develop fast and general algorithms to produce cohomology group generators. The second algorithm analyzed in this paper, referred to as generalized spanning tree technique (GSTT), is an attempt to obtain the representatives of the first cohomology group generators when the representatives of the first homology group generators are provided as input. This widely used technique, introduced in [15], is based upon the concept of the so-called belted tree, which has been presented in [25] (see also [26], [27], [28], [29]). Nonetheless, in most papers where the GSTT is used, there is no mention on how to automatically and efficiently obtain generators for the first homology group. In [19], homology generators suitable for GSTT are efficiently obtained by effective homology computations based on original reduction techniques [30], [31].

Yet, both STT and GSTT algorithms are considered to be general, and their termination (without returning an error message) is taken for granted in the literature. In this paper, the STT and GSTT algorithms are described in detail in Figures 3.1 and 4.3 , respectively, and their termination is analyzed. The main contribution of this paper is to show that both STT and GSTT algorithms exhibit termination problems, which are presented with concrete counterexamples in section 5 . The counterexamples clearly show that the failure of both STT and GSTT is not an exceptional event, but something that routinely occurs in practical applications.

The paper is structured as follows. In section 2, to make the paper self-consistent, the relevant concepts of algebraic topology, in particular homology and cohmology theories, are recalled. In sections 2.5 and 2.6, a review about previous results, namely, the absence of torsion and relation between cohomology with integer and real coefficients for simplicial complexes embedded in $\mathbb{R}^{3}$, are recalled. In section 2.7 some properties of the first cohomology group generators that are extensively used further on in the paper are presented. Section 3 contains a description of the STT. In section 4, the GSTT is introduced in the light of algebraic topology. As far as we are aware, this is the first paper containing a detailed description of the GSTT algorithm together with an analysis of its termination. All of the problems that may occur running the algorithm are easily detected as described in Figure 4.3. Therefore, the algorithm presented in this paper always terminates, and it returns either an error message or a first cohomology group basis of the considered complex. Section 5 contains a selection of counterexamples in which the STT or GSTT fail. Moreover, some conditions are stated for the correct termination of the algorithms, which are left as conjectures. Therefore, the paper intends to give an answer to the open question arisen in [25, p. 238], whether techniques using the belted tree, as the GSTT, are a valid alternative to the direct construction of the first cohomology group basis by means of a cohomology computation. A MATLAB ${ }^{\circledR}$ code which implements the STT and GSTT algorithms is provided to the reader, together with the inputs relative to all counterexamples that are presented in section 5 and to some examples in which the STT or GSTT correctly terminate.
2. Homology and cohomology theory, an introduction. In the considered application, the domain of interest is always a connected subset of $\mathbb{R}^{3}$, which is de-

[^1]scribed by a tetrahedral finite element mesh $\mathcal{M}$. The mesh is obtained by using a mesh generator for example, NETGEN, in [32]. Once the mesh is provided, it is easy to derive from it a structure called abstract simplicial complex.
2.1. Abstract simplicial complex. A collection $\mathcal{K}$ of finite and nonempty sets is called an abstract simplicial complex if, for every set $S \in \mathcal{K}$, every nonempty subset of $S$ belongs to $\mathcal{K}$. Every set $S \in \mathcal{K}$ is called abstract simplex. In this paper, the elements of the abstract simplices are the nodes of the mesh $\mathcal{M}$. A set of nodes form an abstract simplex iff the convex hull of the nodes belonging to the set is an element of a tetrahedron in $\mathcal{M}$. In most of the paper, only abstract simplicial complexes and abstract simplices are considered; for this reason the word abstract is omitted when confusion does not arise. Moreover, since our concern is about computer algorithms, only finite complexes are considered. The dimension of a simplex $S$, referred to as $\operatorname{dim}(S)$, is equal to the cardinality of $S$ minus one. A $p$-dimensional simplex is called $p$-simplex. For a given $p$-simplex $S$, each nonempty subset of $S$ is called a subsimplex of $S$. A $(p-1)$-dimensional subsimplex of $S$ is referred to as a face of $S$. The geometric realization of a simplex is the convex hull spanned by the elements (nodes) of the considered simplex. The geometric realization of the abstract simplicial complex is the sum of the geometric realizations of all simplices in it, which in our case is the initial mesh $\mathcal{M}$. In this way, the geometric simplex and geometric simplicial complex corresponding to the considered abstract simplicial complex $\mathcal{K}$ are defined.
2.2. Oriented simplices and chains. Let us consider all possible orderings of the elements of a given $k$-simplex $S$. We say that two orderings of $S$ are equivalent if they differ by an even permutation. Each equivalence class of this relation is referred to as an orientation of $S$; see [9], [33], [34]. In this paper, a $k$-simplex $\left\{x_{0}, \ldots, x_{k}\right\}$ endowed with orientation is denoted by $\left[x_{0}, \ldots, x_{k}\right]$, where $[\bullet]$ stands for an ordered list of nodes. From now on we fix the orientation of all the simplices once and for all. The set of all oriented $p$-simplices is denoted by $\mathcal{K}_{p}$. Only oriented simplices are considered further on in the paper; consequently, by the word simplex we always mean an oriented simplex.

A $k$-chain with coefficients in a given group $G$ is a formal combination of $k$ simplices with coefficients in $G$. The set of all $k$-chains in the simplicial complex $\mathcal{K}$ is denoted by $C_{k}(\mathcal{K}, G)$. The set of all $k$-simplices in $\mathcal{K}_{p}$ provides a basis of $C_{k}(\mathcal{K}, G)$; i.e., every element of $C_{k}(\mathcal{K}, G)$ can be obtained in a unique way as a combination with coefficients in $G$ of elements belonging to the basis. The elements of $C_{k}(\mathcal{K}, G)$ form a group with addition called the $k$-chain group. Let us consider a $k$-chain $c=\sum_{S \in \mathcal{K}_{k}} c^{S} S$, where $c^{S} \in G$. The support $|c|$ of the $k$-chain $c$ is defined as $|c|=\left\{S \in \mathcal{K}_{k} \mid c^{S} \neq 0\right\}$. In this paper we are interested only in the groups $\mathbb{Z}$ and $\mathbb{R}$. Moreover, unless otherwise stated, the group of integers $\mathbb{Z}$ is assumed as the group $G$. In this case we write simply $C_{k}(\mathcal{K})$ instead of $C_{k}(\mathcal{K}, \mathbb{Z})$.

A $k$-cochain with values in the group $G$ is a linear map $c^{*}: C_{k}(\mathcal{K}) \rightarrow G$. By the value of the cochain we refer to its image considered as an image of the map. All $k$-cochains of the complex $\mathcal{K}$ form a group with an addition called $k$-cochain group and denoted by $C^{k}(\mathcal{K}, G)$. Again, unless otherwise stated, the group $G$ is the group of integers $\mathbb{Z}$, and in this case we write simply $C^{k}(\mathcal{K})$ instead of $C^{k}(\mathcal{K}, \mathbb{Z})$.

For each $k$-simplex $S \in \mathcal{K}_{k}$, let us define the linear map $S^{*}: C_{k}(\mathcal{K}) \rightarrow G$ such that $S^{*}(S)=1$ and $S^{*}(K)=0$ for $K \neq S$. The set $\left\{S^{*}\right\}_{S \in \mathcal{K}_{k}}$ forms a basis of $C^{k}(\mathcal{K}, G)$, which is used further on in the paper.

For $c^{*} \in C^{k}(\mathcal{K}, G)$ and $e \in C_{k}(\mathcal{K}, G)$ such that $c^{*}=\sum_{S \in \mathcal{K}_{k}} c^{S} S^{*}$ and $e=$ $\sum_{S \in \mathcal{K}_{k}} e^{S} S$ we denote $\left\langle c^{*}, e\right\rangle=\sum_{S \in \mathcal{K}_{k}} c^{S} e^{S} \in G$.

For $c^{*} \in C^{k}(\mathcal{K}, G)$ and $e \in C_{k}(\mathcal{K}, G)$, the evaluation of a cochain $c^{*}$ on a chain $e$ is, by definition, the number $\left\langle c^{*}, e\right\rangle$.

Due to the bijective correspondence between the basis of $C_{k}(\mathcal{K}, G)$ and the basis of $C^{k}(\mathcal{K}, G)$, a one-to-one correspondence between a chain and a cochain exists. This chain-cochain natural duality leads to

$$
\begin{equation*}
C_{k}(\mathcal{K}, G) \cong C^{k}(\mathcal{K}, G) . \tag{2.1}
\end{equation*}
$$

2.3. (Co)boundary operator and (co)homology. For $k \geq 1$, the boundary operator $\partial_{k}: C_{k}(\mathcal{K}, G) \rightarrow C_{k-1}(\mathcal{K}, G)$ is defined in the following way:

1. For a $k$-simplex $S=\left[x_{0}, x_{1}, \ldots, x_{k}\right] \in C_{k}(\mathcal{K}, G)$ yields

$$
\partial_{k} S:=\sum_{i=0}^{k}(-1)^{i}\left[x_{0}, x_{1}, \ldots, \hat{x}_{i}, \ldots, x_{k}\right] \in C_{k-1}(\mathcal{K}, G) \text {, where }\left[x_{0}, x_{1}, \ldots, \hat{x}_{i},\right.
$$ $\left.\ldots, x_{k}\right]$ denotes the simplex $\left[x_{0}, x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{k}\right]$.

2. For a linear combination of simplices, the linear extension of this operator is applied: $\partial_{k}\left(\sum_{S \in \mathcal{K}_{k}} c^{S} S\right)=\sum_{S \in \mathcal{K}_{k}} c^{S} \partial_{k} S$.
It can be verified that $\partial_{k-1} \circ \partial_{k}=0$; see, for example, [35].
In cohomology theory, the so-called coboundary operator $\delta^{k-1}: C^{k-1}(\mathcal{K}, G) \rightarrow$ $C^{k}(\mathcal{K}, G)$ is defined in the way that for every $c^{*} \in C^{k-1}(\mathcal{K}, G)$ and $c \in C_{k}(\mathcal{K}, G)$ the following equation $\left\langle\delta c^{*}, c\right\rangle:=\left\langle c^{*}, \partial c\right\rangle$ holds by definition. From the presented definition it is straightforward to see that $\delta^{k} \circ \delta^{k-1}=0$.

Since the boundary operator is a linear map between $C_{k}(\mathcal{K}, G)$ and $C_{k-1}(\mathcal{K}, G)$, it can be represented, using the fixed bases of $C_{k-1}(\mathcal{K}, G)$ and $C_{k}(\mathcal{K}, G)$, as a matrix called $\mathbf{M}_{\partial_{k}}$. Suppose that the bases of $C^{k}(\mathcal{K}, G)$ and $C^{k-1}(\mathcal{K}, G)$ are taken as dual to the fixed bases of $C_{k}(\mathcal{K}, G)$ and $C_{k-1}(\mathcal{K}, G)$ as described in section 2.2. The coboundary operator $\delta^{k-1}$ can be represented, using the considered bases, by the transposed matrix $\mathbf{M}_{\partial_{k}}^{T}$. This matrix is also denoted as $\mathbf{M}_{\delta_{k}}$. The presented matrices representing the boundary and coboundary operators are essential in the computational aspects of the (co)homology theory.

The boundary operator gives rise to a classification of chains. From $\partial_{k-1} \circ \partial_{k}=0$, it is straightforward to verify that image $\operatorname{im}\left(\partial_{k}\right)$ is a subgroup of $\operatorname{kernel} \operatorname{ker}\left(\partial_{k-1}\right)$. The image $\operatorname{im}\left(\partial_{k}\right)$ is called a $k$-boundary group of $\mathcal{K}$ and is denoted by $B_{k}(\mathcal{K}, G)$. The kernel $\operatorname{ker}\left(\partial_{k}\right)$ is called a $k$-cycle group of $\mathcal{K}$ and is denoted by $Z_{k}(\mathcal{K}, G)$. Elements of $Z_{k}(\mathcal{K}, G)$ are called $k$-cycles of $\mathcal{K}$, and elements of $B_{k}(\mathcal{K}, G)$ are called $k$-boundaries of $\mathcal{K}$. An analogous classification can be given for the the following cochains: $Z^{k}(\mathcal{K}, G)=\operatorname{ker}\left(\delta^{k}\right)$ is the group of $k$-cocycles of $\mathcal{K}$ and $B^{k}(\mathcal{K}, G)=$ $\operatorname{im}\left(\delta^{k-1}\right)$ is the group of $k$-coboundaries of $\mathcal{K}$. The homology group is the quotient group $H_{k}(\mathcal{K}, G)=Z_{k}(\mathcal{K}, G) / B_{k}(\mathcal{K}, G)$ for $k \in \mathbb{N}$. The dimension of the $k$-homology group is often called as $k$-Betti number $\beta_{k}(\mathcal{K}, G)=\operatorname{dim}\left(H_{k}(\mathcal{K}, G)\right)$.

The set of equivalence classes of cycles $\left[h_{1}\right], \ldots,\left[h_{n}\right] \in H_{k}(\mathcal{K}, G)$ is referred to as homology basis if every other class in $H_{k}(\mathcal{K}, G)$ can be obtained in a unique way as a linear combination of classes $\left[h_{1}\right], \ldots,\left[h_{n}\right]$ with coefficients in $G$. In the following, by homology generator we refer both to a class $\left[h_{i}\right]$ being an element of the homology basis and to any cycle $h_{i}$ representing this class.

The cohomology group is the quotient group $H^{k}(\mathcal{K}, G)=Z^{k}(\mathcal{K}, G) / B^{k}(\mathcal{K}, G)$ for $k \in \mathbb{N}$. Similarly as for homology, one can define a cohomology basis as a set of equivalence classes of cocycles $\left[h^{1}\right], \ldots,\left[h^{n}\right] \in H^{k}(\mathcal{K}, G)$ such that every other equivalence class of cocycles can be obtained in a unique way as a linear combination of classes $\left[h^{1}\right], \ldots,\left[h^{n}\right]$ with the coefficients in $G$. In the following, by cohomology generator we refer both to the equivalence class of a cocycle and to a cocycle representing its equivalence class. The existence of the (co)homology basis for a finite simplicial complex follows from Theorem 2.1 presented in the section 2.4.


Fig. 2.1. Support of a generator of the first homology group of an annulus.


Fig. 2.2. Support of a generator of the first cohomology group of an annulus.
When the coefficient group is $\mathbb{Z}$, we simply write $H_{k}(\mathcal{K})$ and $H^{k}(\mathcal{K})$ instead of $H_{k}(\mathcal{K}, \mathbb{Z})$ and $H^{k}(\mathcal{K}, \mathbb{Z})$. Analogous simplified notation holds for (co)chains, (co)cycles, and (co)boundaries.

It is possible to define the (co)homology groups for a set $A \subset \mathbb{R}^{n}$ by using the singular homology theory; see, for example, [35]. The set $A$ can be meshed with the mesh $\mathcal{M}$, and an abstract simplicial complex $\mathcal{K}$ can be produced based on the mesh as described in section 2.1. It is a standard result, in fact, that the singular homology group of $A$ and the homology group of $\mathcal{K}$ are isomorphic.

Let us now present an example of simplices with nonzero coefficients in cycles and cocycles which represent a homology and cohomology basis of an annulus. The gray triangles in Figures 2.1 and 2.2 represent the triangulated region. The 1-chain, which has as support the thick edges and as coefficients the ones in the figure, represents a basis for $H_{1}(\mathcal{K})$. The 1-cochain, which has as support the thick edges in Figure 2.2 and as coefficients the ones in the same figure, represents a basis for $H^{1}(\mathcal{K})$.

Let $A_{1}, \ldots, A_{m+1}$ be abelian groups, and let $\alpha_{i}: A_{i} \rightarrow A_{i+1}$ be homomorphisms between them. The sequence

$$
A_{1} \xrightarrow{\alpha_{1}} A_{2} \xrightarrow{\alpha_{2}} \ldots \xrightarrow{\alpha_{m-1}} A_{m} \xrightarrow{\alpha_{m}} A_{m+1}
$$

is called exact if $\operatorname{im}\left(\alpha_{i}\right)=\operatorname{ker}\left(\alpha_{i+1}\right)$ for every $i \in\{1, \ldots, m-1\}$. For $m=4$ and $A_{1}=A_{4}=0$ the exact sequence

$$
0 \rightarrow A_{2} \xrightarrow{\alpha_{2}} A_{3} \xrightarrow{\alpha_{3}} A_{4} \rightarrow 0
$$

is referred to as short exact sequence. It is straightforward to see that if group $A_{2}$ in the short exact sequence is trivial, then $\alpha_{3}: A_{3} \rightarrow A_{4}$ is an isomorphism.
2.4. Structure of the homology group in case of a simplicial complex embedded in $\mathbb{R}^{3}$. It can be demonstrated that the homology group of a finite simplicial complex is a finitely generated abelian group; see, for example, [36]. For the definition of a finitely generated group, a cyclic group $\langle g\rangle$ generated by the generator $g$, and the definition of the direct sum, consult [36]. For finitely generated abelian groups the following classification theorem holds.

Theorem 2.1 (see [36, Theorem 3.61]). Let $G$ be a finitely generated abelian group. Then $G$ can be decomposed as a direct sum of cyclic groups. More explicitly, there exist generators, $g_{1}, g_{2}, \ldots, g_{q}$ of $G$ and an integer $0 \leq r \leq q$ such that

- $G=\bigoplus_{i=1}^{q}\left\langle g_{i}\right\rangle ;$
- if $r>0$, then $g_{1}, g_{2}, \ldots, g_{r}$ are of infinite order;
- if $k=q-r>0$, then $g_{r+1}, g_{r+2}, \ldots, g_{r+k}$ have finite order $b_{1}, b_{2}, \ldots, b_{k}$, where $b_{1}, b_{2}, \ldots, b_{k} \in \mathbb{Z}$.
The generators $g_{r+1}, g_{r+2}, \ldots, g_{r+k}$ from the Theorem 2.1 span the torsion subgroup of $G$, and the numbers $b_{1}, b_{2}, \ldots, b_{k}$ are referred to as torsion coefficients. If the homology group does not contain them, then the homology group is said to be torsion free.

A set $X \subset \mathbb{R}^{3}$ is compact in the standard topology if it is closed and bounded. In our case, all the simplicial complexes are finite, which implies that their geometric realizations are compact sets. A topological space $X$ is said to be contractible if it has the same homotopy type as a point (see [35]). A space $X$ is locally contractible if for every $x \in X$ and every open set $U$ such that $x \in U$, there exists a contractible open set $V$ such that $x \in V \subset U$ (see [37]). It is well known that the geometric realizations of simplicial complexes are locally contractible [37].

The following theorems hold.
Theorem 2.2 (see [35, Corollary 3.45]). If $X \subset \mathbb{R}^{n}$ is compact and locally contractible, then $H_{i}(X, \mathbb{Z})$ is 0 for $i \geq n$ and torsion free for $i=n-1$ and $i=n-2$.

Theorem 2.3 (see [35, Proposition 2.7]). If $\mathcal{K}$ is a nonempty and connected simplicial complex, then $H_{0}(\mathcal{K})=\mathbb{Z}$.

Let us use the Theorem 2.2 for $X \subset \mathbb{R}^{3}$, where $X$ is the geometric realization of the considered simplicial complex $\mathcal{K}$. It implies that $H_{2}(\mathcal{K}, \mathbb{Z})$ and $H_{1}(\mathcal{K}, \mathbb{Z})$ are torsion free. Since the geometric realizations $X$ of the considered simplicial complexes $\mathcal{K}$ are connected, due to Theorem $2.3, H_{0}(\mathcal{K}, \mathbb{Z})=\mathbb{Z}$, so it is also torsion free.
2.5. Real and integer (co)homology groups. In this section, the group of (co)chains with real-instead of integer-coefficients are considered. By using such (co)chains it is possible to define the (co)homology groups of a simplicial complex $\mathcal{K}$ over reals, denoted as $H_{k}(\mathcal{K}, \mathbb{R})$. The cochain values, usually called degrees of freedom (DOFs) in computational physics (see, for example, [38], [25]), have a direct physical interpretation: By using the so-called de Rham mapping [39], they are defined as the integrals of the electromagnetic differential forms over the elements of the complex. ${ }^{2}$

[^2]However, unlike in the case of integers, that can be represented in a computer with arbitrary precision, it is not possible to make rigorous homology computations by using real numbers. Fortunately, it is well known in (co)homology theory that the (co)homologies computed over integers are the most universal ones. In fact, it will be demonstrated in the following that, in case of simplicial complexes whose geometric realization can be embedded in $\mathbb{R}^{3}$, the information brought by integer and real (co)homology is identical. In particular, it will be demonstrated that the integer homology group generators, which can be computed rigorously, are in bijective correspondence to real homology group generators. To demonstrate this fact, let us remind the universal coefficient theorem for homology (For the definition of tensor product and Tor functor consult [35]; their basic properties are cited further on.)

Theorem 2.4 (see [35, Theorem 3A.4]). If $\mathcal{K}$ is a simplicial complex, then there are natural short exact sequences

$$
0 \rightarrow H_{k}(\mathcal{K}, \mathbb{Z}) \otimes G \xrightarrow{p} H_{k}(\mathcal{K}, G) \rightarrow \operatorname{Tor}\left(H_{k-1}(\mathcal{K}), G\right) \rightarrow 0
$$

for all $k$ and $G$.
Due to the Theorems 2.2 and 2.3, the homology groups $H_{0}(\mathcal{K}), H_{1}(\mathcal{K})$, and $H_{2}(\mathcal{K})$ are torsion free in the case of complexes whose geometric realization can be embedded in $\mathbb{R}^{3}$.

Proposition 2.5 (see [35, Proposition 3A.5]). Let $A, B$ be abelian groups. If $A$ or $B$ is a free group, then $\operatorname{Tor}(A, B)=0$.

From Proposition 2.5 and Theorems 2.2 and 2.3, it follows that $\operatorname{Tor}\left(H_{k-1}(\mathcal{K}), G\right)=$ 0 for $k \in\{1,2\}$. Theorem 2.4 is used for $k \in\{1,2\}$. In our case, the coefficient group $G$ used in Theorem 2.4 is the group of real numbers $\mathbb{R}$. From the exactness of the sequence and Proposition 2.5, the following isomorphism holds: $p: H_{k}(\mathcal{K}, \mathbb{Z}) \otimes \mathbb{R} \rightarrow H_{k}(\mathcal{K}, \mathbb{R})$. Due to the isomorphisms $p$, each generator of $H_{k}(\mathcal{K}, \mathbb{Z}) \otimes \mathbb{R}$ corresponds to a unique generator of $H_{k}(\mathcal{K}, \mathbb{R})$.

Since in the considered case the homology groups $H_{k}(\mathcal{K}, \mathbb{Z})$ are torsion free, due to the Theorem 2.1 they are isomorphic to the direct sum $\bigoplus_{i=1}^{q} \mathbb{Z}$. From the properties of the tensor product of groups presented in [35, p. 218], taking the tensor product $H_{k}(\mathcal{K}, \mathbb{Z}) \otimes \mathbb{R}$ is equivalent to multiplying the elements of $H_{k}(\mathcal{K}, \mathbb{Z})$ basis by real numbers (and treating them as elements of $H_{k}(\mathcal{K}, \mathbb{R})$ ).

As a result, there exists a bijective correspondence between the generators of $H_{k}(\mathcal{K}, \mathbb{Z})$ and $H_{k}(\mathcal{K}, \mathbb{R})$ for $k \in\{1,2\}$. From the homology-cohomology duality $H_{k}(\mathcal{K}, G) \cong H^{k}(\mathcal{K}, G)$ [34], the same correspondence holds for cohomology group generators.
2.6. Some basic properties of cocyles. In this section, a few basic properties of cochains are recalled. They are extensively used further on in the paper.

Lemma 2.6. For a given simplicial complex $\mathcal{K}$, the evaluation of a 1-cocycle $c^{*} \in Z^{1}(\mathcal{K})$ on a trivial 1 -cycle $c \in B_{1}(\mathcal{K})$ is zero.

Proof. Since $c^{*} \in Z^{1}(\mathcal{K}), \delta c^{*}=0$. Since $c \in B_{1}(\mathcal{K})$, there exists an $e \in C_{2}(\mathcal{K})$ such that $\partial e=c$. It follows that $\left\langle c^{*}, c\right\rangle=\left\langle c^{*}, \partial e\right\rangle=\left\langle\delta c^{*}, e\right\rangle=\langle 0, e\rangle=0$.

Lemma 2.7. A 1 -cochain $c^{*}$ is a 1-cocycle iff, for every 2 -simplex $S \in \mathcal{K}_{2}$, $\left\langle c^{*}, \partial S\right\rangle=0$.

Proof. From Lemma 2.6 it follows that the evaluation of a 1-cocyle $c^{*}$ on a cycle $\partial S$ is zero for every 2 -simplex $S$. To show the opposite, let us assume, by contrary, that the evaluation $\left\langle c^{*}, \partial S\right\rangle=0$ for every 2 -simplex $S \in \mathcal{K}_{2}$ and $\delta c^{*} \neq 0$. This implies that there exists a 2 -simplex $K$ which is nonzero in $\delta c^{*}$. It follows that $0 \neq\left\langle\delta c^{*}, K\right\rangle=\left\langle c^{*}, \partial K\right\rangle=0$. This gives a contradiction.

Lemma 2.8. For two 1-cycles $c_{1}$ and $c_{2}$, which differ by a boundary, and a 1 -cocycle $c^{*},\left\langle c^{*}, c_{1}\right\rangle=\left\langle c^{*}, c_{2}\right\rangle$ holds.

Proof. Since $c_{1}$ and $c_{2}$ differ by a boundary, it follows that there exists a 2 cycle $s \in C_{2}(\mathcal{K})$ such that $c_{1}=c_{2}+\partial s$. From Lemma 2.6 it follows that $\left\langle c^{*}, c_{1}\right\rangle=$ $\left\langle c^{*}, c_{2}+\partial s\right\rangle=\left\langle c^{*}, c_{2}\right\rangle+\left\langle c^{*}, \partial s\right\rangle=\left\langle c^{*}, c_{2}\right\rangle$

Lemma 2.9. Let us fix the cocycle $c^{*} \in Z^{1}(\mathcal{K})$ and the cycles $h_{i} \in Z_{1}(\mathcal{K}), i \in$ $1, \ldots, \beta_{1}(\mathcal{K})$, that represent the $H_{1}(\mathcal{K})$ basis. Then for any cycle $c \in Z_{1}(\mathcal{K})$ such that $[c]=\sum \alpha_{i}\left[h_{i}\right]$ one has $<c^{*}, c>=\sum \alpha_{i}\left\langle c^{*}, h_{i}\right\rangle$.

Proof. Since $[c]=\sum \alpha_{i}\left[h_{i}\right]$, there exists $b \in C_{2}(\mathcal{K})$ such that $c=\sum \alpha_{i} h_{i}+\partial b$. From Lemma 2.6 we have $\left\langle c^{*}, c\right\rangle=\left\langle c^{*}, \sum_{i} \alpha_{i} h_{i}+\partial b\right\rangle=\sum_{i}\left\langle c^{*}, \alpha_{i} h_{i}\right\rangle+\left\langle c^{*}, \partial b\right\rangle=$ $\sum_{i} \alpha_{i}\left\langle c^{*}, h_{i}\right\rangle$.
3. The STT. As already stated in the introduction, the STT is a classical technique used in computational electromagnetics to compute the generalized source magnetic field; see, for example, [13], [14], [15], [16]. The generalized source magnetic field is a 1 -cochain with real values that are needed to enforce the source term in magnetostatic and magneto-quasi-static ${ }^{3}$ BVP. Concerning this application, the simplicial complex $\mathcal{K}$ is always connected and homologically trivial.

Definition 3.1. The generalized source magnetic field is a 1 -cochain $\mathbf{h}^{s} \in$ $C^{1}(\mathcal{K}, \mathbb{R})$ that has to verify $\left\langle\mathbf{h}^{s}, \partial_{2} T\right\rangle=\left\langle\mathbf{i}^{s}, T\right\rangle$ for each 2-simplex $T$ in $\mathcal{K}_{2}$. $\mathbf{i}^{s} \in$ $Z^{2}(\mathcal{K}, \mathbb{R})$ is a given electric current 2 -cocycle. The values of $\mathbf{i}^{s}$ are real numbers which represent the electric current flowing through each 2 -simplex $T$ in $\mathcal{K}_{2}$.

The reader should be aware that the cochain $\mathbf{h}^{s}$ is not unique, as it will be shown in this section.

Let us fix a spanning tree $\mathcal{T}$ of $\mathcal{K}_{1}$. The corresponding cotree $\mathcal{C}$ is obtained as $\mathcal{K}_{1} \backslash \mathcal{T}$. Let $\delta_{\mathcal{T}}^{1}$ and $\delta_{\mathcal{C}}^{1}$ denote the restriction of the coboundary operator $\delta^{1}$ to tree and cotree simplices, respectively. Let us denote by $\mathbf{M}_{\delta_{\mathcal{C}}^{1}}$ and $\mathbf{M}_{\delta_{\mathcal{T}}^{1}}$ the matrices relative to the restricted operators (i.e., the sizes of all matrices are the same as the size of $\mathbf{M}_{\partial_{1}}$ and the only nonzero rows correspond to elements in $\mathcal{C}$ and $\mathcal{T}$, respectively).

In the fixed cochain basis, the cochains $\mathbf{h}^{s}$ and $\mathbf{i}^{s}$ can be represented by DOF arrays, which are also denoted by $\mathbf{h}^{s}$ and $\mathbf{i}^{s}$. The STT is a technique to find $\mathbf{h}^{s}$ when $\mathbf{i}^{s}$ is given, without explicitly solving

$$
\begin{equation*}
\mathbf{M}_{\delta^{1}} \mathbf{h}^{s}=\mathbf{i}^{s} \tag{3.1}
\end{equation*}
$$

with a linear system of equations solver. The matrix $\mathbf{M}_{\delta^{1}}$ is obviously not of maximal rank; thus (3.1) has an infinite number of possible solutions. In fact, if two different 1 -cochains $\mathbf{h}_{1}^{s}$ and $\mathbf{h}_{2}^{s}$ that differ by a 0 -coboundary of a 0 -cochain $\boldsymbol{\omega} \in C^{0}(\mathcal{K}, \mathbb{R})$ are considered, the following holds:

$$
\begin{equation*}
\mathbf{M}_{\delta^{1}} \mathbf{h}_{1}^{s}=\mathbf{M}_{\delta^{1}}\left(\mathbf{h}_{2}^{s}+\mathbf{M}_{\delta^{0}} \boldsymbol{\omega}\right)=\mathbf{i}^{s} \tag{3.2}
\end{equation*}
$$

since $\mathbf{M}_{\delta^{1}} \mathbf{M}_{\delta^{0}}=0$. As a consequence, from (3.1),

$$
\begin{equation*}
\mathbf{M}_{\delta^{1}} \mathbf{h}^{s}=\mathbf{M}_{\delta_{\mathcal{C}}^{1}}\left(\left.\mathbf{h}^{s}\right|_{\mathcal{C}}\right)+\mathbf{M}_{\delta_{\mathcal{T}}^{1}}\left(\left.\mathbf{h}^{s}\right|_{\mathcal{T}}\right)=\mathbf{i}^{s} \tag{3.3}
\end{equation*}
$$

where $\left.\mathbf{h}^{s}\right|_{\mathcal{T}}$ and $\left.\mathbf{h}^{s}\right|_{\mathcal{C}}$ denote the restrictions of the cochain $\mathbf{h}^{s}$ to the tree and cotree 1 -simplices, respectively. The value of $\left.\mathbf{h}^{s}\right|_{\mathcal{T}}$ relative to 1 -simplices in the tree $\mathcal{T}$ can

[^3]1. Let $\mathcal{T} \subset \mathcal{K}_{1}$ be a given spanning tree of $\mathcal{K}_{1}$ (i.e., all the vertices $\mathcal{K}_{0}$ are visited by $\mathcal{T})$ and $\mathbf{i}^{s} \in Z^{2}(\mathcal{K}, \mathbb{R})$. Let $\mathbf{h}^{s}$ be the 1 -cochain that is about to be constructed.
2. $L:=\mathcal{K}_{2}$;
3. for every $E \in \mathcal{K}_{1}$ set $\left\langle\mathbf{h}^{s}, E\right\rangle:=$ UNDEFINED;
4. for every $E \in \mathcal{T}$ set $\left\langle\mathbf{h}^{s}, E\right\rangle:=0$;
5. while $(L \neq \emptyset)$
(a) Lsize $:=\operatorname{card}(L)$;
(b) for every $T \in L$
i. if for every $E \in|\partial T|,\left\langle\mathbf{h}^{s}, E\right\rangle \neq$ UNDEFINED, then
A. $H s T:=\left\langle\mathbf{h}^{s}, \partial T\right\rangle$;
B. if $H s T=\left\langle\mathbf{i}^{s}, T\right\rangle$ then remove $T$ from $L$;
C. else return FAILURE;
ii. if there exist unique $E \in|\partial T|$ such that $\left\langle\mathbf{h}^{s}, E\right\rangle=$ UNDEFINED, then
A. set $\left\langle\mathbf{h}^{s}, E\right\rangle$ in a way that equation $\left\langle\mathbf{h}^{s}, \partial T\right\rangle=\left\langle\mathbf{i}^{s}, T\right\rangle$ holds;
B. remove $T$ from $L$;
(c) if (Lsize $=\operatorname{card}(L))$ then return INFINITE_LOOP;
6. return $\mathbf{h}^{s}$;

Fig. 3.1. The STT algorithm.
be fixed arbitrarily. In fact, as demonstrated, for example, in [40, p. 106], fixing the values over the spanning tree 1 -simplices correspond to eliminating the $\operatorname{ker}\left(\delta^{1}\right)$ (i.e., the system 3.3 has a unique solution when the values of $\mathbf{h}^{s}$ on $\mathcal{T}$ elements are fixed). Let us fix the values of $\mathbf{h}^{s}$ relative to 1 -simplices of the tree to zero. The rank of the matrix in (3.3) becomes maximal, and a unique solution of

$$
\begin{equation*}
\mathbf{M}_{\delta^{1}} \mathbf{h}^{s}=\mathbf{M}_{\delta_{\mathcal{C}}^{1}}\left(\left.\mathbf{h}^{s}\right|_{\mathcal{C}}\right)=\mathbf{i}^{s} \tag{3.4}
\end{equation*}
$$

exists. The STT algorithm is now introduced as a technique to solve (3.4) by means of back-substitutions only, without using a linear solver; see the algorithm in Figure 3.1.

The presented STT algorithm starts from setting the value relative to spanning tree edges of the complex to zero. Then all 2 -simplices in the complex are loaded into a list $L$. The while loop of the STT algorithm works until there are no more 2 -simplices in $L$. In each iteration, a 2-simplex $T$ that has the value set for 2 or 3 boundary edges is searched. If $T$ has the value already set for all 3 boundary edges, then the evaluation of $\mathbf{t}^{i}$ on $\partial T$ is checked to be equal to the desired evaluation on $\partial T$. If it is not, then FAILURE is returned by the STT algorithm. If $T$ already has the value set for 2 boundary edges, then the third one is set in order to obtain the desired evaluation. In both cases the 2 -simplex $T$ is removed from the list $L$. In the case when $L$ is nonempty and there is no 2 -simplex $T$ that has the value set for either 2 or 3 boundary edges, the algorithm returns INFINITE_LOOP.

The question whether this algorithm terminates without returning FAILURE or INFINITE_LOOP for a given spanning tree is left unaddressed in the literature. However, it is not surprising that not all the linear systems arising in this application can be solved in this way. Several examples of such systems, induced by the corresponding simplicial complexes, are shown in section 5 .

In the case when the algorithm returns INFINITE_LOOP, since it is known that the topology of the domain is trivial, one can theoretically use the strategy explained in [41] and [42] to solve the problem. The raw idea is as follows:

1. Take an arbitrary cotree edge $C$ such that $\left\langle\mathbf{h}^{\mathbf{s}}, C\right\rangle=$ UNDEFINED. Together with a part of the tree $\mathcal{T}$, it closes a 1-cycle $c$;
2. By solving a linear system of equations, find a 2 -chain $d=\sum_{F \in \mathcal{K}_{2}} d^{F} F$ such that $\partial d=c$;
3. $\left\langle\mathbf{h}^{\mathbf{s}}, C\right\rangle:=\sum_{F \in \mathcal{K}_{2}} d^{F}\left\langle\mathbf{i}^{s}, F\right\rangle$.

In this way, whenever the STT algorithm is about to return INFINITE_LOOP, the above procedure can be applied and the STT iterations can continue. However, it should be noted that the presented procedure needs the solution of an underdetermined linear system of equations over integers. Since iterative solvers cannot be used, this yields at least to a cubical complexity with respect to the number of simplices in the complex, while the pure STT algorithm exhibits a linear complexity. Therefore, this solution has exactly the same complexity as solving the original system (3.4) with a linear system solver which provides that, in this case, STT is useless.
4. The GSTT. The STT can be modified in order to solve a different problem arising when homologically nontrivial complexes are considered. The resulting algorithm, called GSTT, is an attempt to compute the cohomology generators when the representatives of the homology generators are given as input. In the whole section, the set of cycles $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ representing a basis of $H_{1}(\mathcal{K})$ is fixed.
4.1. Formulation of the problem. In computational electromagnetics, to solve a magneto-quasi-static BVP using scalar potential-based formulations [19], a family of 1-cochains $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ having the following properties is needed:

1. For every $i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$ and $c \in B_{1}(\mathcal{K}),\left\langle\mathbf{t}^{i}, c\right\rangle=0$.
2. There exists a set of cycles $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ that represents a basis of $H_{1}(\mathcal{K})$ such that $\left\langle\mathbf{t}^{i}, h_{j}\right\rangle=\delta_{i j}$.
Due to the first property, each cochain $\mathbf{t}^{i}$ is a cocycle. In the following sections, an algorithm to construct such 1-cocycles $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ for given $h_{j}, j \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$ will be presented. Moreover, it will be demonstrated that $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ are the representatives of a first cohomology group basis.
4.2. Independent constraints on fundamental cycles. In this section, as an illustration, a naïve approach to find the set of cochains defined in section 4.1 is presented. Similarly to the section 3 , let us fix a spanning tree $\mathcal{T}$ and the corresponding cotree $\mathcal{C}$ of $\mathcal{K}_{1}$.

Since $\mathcal{T}$ is a spanning tree of $\mathcal{K}_{1}$, for every $E \in \mathcal{C}$ there exist a unique graphtheoretic cycle in $\mathcal{T} \cup E$ denoted by $c_{E}$. Based on $c_{E}$, by assigning +1 and -1 coefficients to the elements of $c_{E}$, a cycle (in the sense of homology theory) can be obtained. Moreover, it is straightforward that such a cycle may have the orientation inherited from the orientation of the chosen edge $E \in \mathcal{C}$, in the sense described in the following definition.

Definition 4.1. The 1-cycle $L_{E} \in C_{1}(\mathcal{K})$ having the coefficient equal 1 on the choosen edge $E \in \mathcal{C}$ and the coefficient 1 or -1 in the elements of $\mathcal{T} \cap c_{E}$ and 0 elsewhere will be referred to as fundamental cycle.

Theorem 4.2 (see [9, Theorem 1.20]). The set of all fundamental cycles $\left\{L_{E}\right\}_{E \in \mathcal{C}}$ forms a basis for $Z_{1}(\mathcal{K})$.

Considering the fixed basis for the chains, the fundamental cycle matrix is now defined. The fundamental cycle matrix $\mathbf{B}$ collects the incidence information between each 1-simplex and the fundamental cycles. Let $e$ denote the number of 1 -simplices and $n$ the number of 0 -simplices in the complex $\mathcal{K}$. The fundamental cycle matrix has a number of rows $e-n+1$, one for each fundamental cycle, and a number of columns $e$, one for each 1-simplex. For further details about the fundamental cycle matrix consult [43], [44], [45], [46].

For each homology generator $h_{i}$ separately, a cochain $\mathbf{b}^{i}$ is constructed. Let us fix $i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$, and let us define the cochain $\mathbf{b}^{i}$ by fixing to 0 its values for all the 1 -simplices belonging to the tree $\mathcal{T}$. For each cotree 1 -simplex $E$ that closes the

1. By solving a linear system of equations over integers, find the representation of $L_{E}$ in the fixed $H_{1}(\mathcal{K})$ homology basis. Namely, find the integers $\alpha_{k}, k \in$ $\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$, such that $L_{E}=\sum_{k} \alpha_{k} h_{k}+\partial b$ for some $b \in C_{2}(\mathcal{K})$.
2. return $\alpha_{i}$, where $\alpha_{i}$ is the coefficient of $h_{i}$ in the representation of the cycle $L_{E}$ in the homology basis.

FIG. 4.1. Algorithm to construct the right-hand side array $\mathbf{b}^{i}$.
fundamental cycle $L_{E}$, the value is obtained by means of the algorithm in Figure 4.1. The cochains $\mathbf{b}^{i}$ and $\mathbf{t}^{i}$ can be represented in the fixed cochains basis as vectors, which are also referred to as $\mathbf{b}^{i}$ and $\mathbf{t}^{i}$. It is easy to see that the linear system

$$
\begin{equation*}
\mathbf{B t}^{i}=\mathbf{b}^{i} \tag{4.1}
\end{equation*}
$$

is a maximal set of independent equations. ${ }^{4}$ The $E$ th component of the vector $\mathbf{b}^{i}$, for $E \in \mathcal{C}$, corresponds to the desired evaluation of $\mathbf{t}^{i}$ over the corresponding fundamental cycle $L_{E}$. For this section only, let us permutate the fixed basis of 1-chains and a dual basis of 1 -cochains in such a way that the 1 -simplices that belong to the tree $\mathcal{T}$ come before the 1 -simplices that belong to the cotree $\mathcal{C}$. The matrix $\mathbf{B}$ in the new base, denoted also as $\mathbf{B}$, can be consequently partitioned as

$$
\mathbf{B}=\left[\begin{array}{ll}
\mathbf{B}_{\mathcal{T}} & \mathbf{I}_{d} \tag{4.2}
\end{array}\right]
$$

where $\mathbf{B}_{\mathcal{T}}$ is the block of the matrix $\mathbf{B}$ relative to 1-simplices belonging to the tree $\mathcal{T}$ and $\mathbf{I}_{d}$ is the identity matrix, since the orientation of the fundamental cycle $L_{E}$ is inherited from the one of the 1 -simplex $E$. Also the vector $\mathbf{t}^{i}$, in the new basis, is partitioned as $\mathbf{t}^{i}=\left[\mathbf{t}_{\mathcal{T}}^{i}, \mathbf{t}_{\mathcal{C}}^{i}\right]^{T}$. Equation (4.1) can be written as

$$
\left[\begin{array}{ll}
\mathbf{B}_{\mathcal{T}} & \mathbf{I}_{d}
\end{array}\right]\left[\begin{array}{c}
\mathbf{t}_{\mathcal{T}}^{i}  \tag{4.3}\\
\mathbf{t}_{\mathcal{C}}^{i}
\end{array}\right]=\mathbf{b}^{i}
$$

Again, it is possible to fix the value over the 1-simplices that belong to $\mathcal{T}$ to obtain a unique solution to (4.1) and (4.3). Let us fix these values $\mathbf{t}_{\mathcal{T}}^{i}=\mathbf{0}$. Then the solution has the following simple form:

$$
\begin{array}{ll}
\left(\mathbf{t}_{\mathcal{C}}^{i}\right)_{E}=\left(\mathbf{b}^{i}\right)_{E} & \forall E \in \mathcal{C} \\
\left(\mathbf{t}_{\mathcal{T}}^{i}\right)_{E}=0 & \forall E \in \mathcal{T} \tag{4.4}
\end{array}
$$

One can easily prove the following theorem.
THEOREM 4.3. The cochains obtained as the solutions of (4.4) are exactly the cochains defined in section 4.1.

It should be noted that the computations in the algorithm in Figure 4.1 may be done in theory, provided that the representatives of a basis of the homology group is given. However, this technique is extremely time consuming, since it is necessary to find the representation in the homology basis for each fundamental cycle, which involves the solution of a linear system over integers. Thus, this solution is not suitable in practice. This is the reason why this technique has been referred to as naïve at the beginning of this section. The belted tree, described in the next section, has been developed as an attempt to avoid such a computationally expensive procedure.

[^4]4.3. Belted tree. In the following sections, a different technique with respect to the algorithm presented in the section 4.2 is used to construct the family of 1-cocycles $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ defined in section 4.1. At the beginning, the evaluation of the 1-cocycle $\mathbf{t}^{i}$ on every 1-cycle $h_{j}$ representing the first homology group generator in the given homology basis is fixed to $\delta_{i j}$. Then the while loop in the GSTT algorithm is used to compute the values corresponding to the remaining 1 -simplices in $\mathcal{K}_{1}$ by enforcing $\mathbf{t}^{i}$ to be a cocycle. Due to the Lemma 2.7, to do so it is enough to set $\left\langle\mathbf{t}^{i}, \partial T\right\rangle=0$ for every 2 -simplex $T \in \mathcal{K}_{2}$. It is clear that the cocycles obtained in this way are exactly the cocycles defined in the section 4.1.

To set $\left\langle\mathbf{t}^{i}, h_{j}\right\rangle=\delta_{i j}$, the concept of the belted tree is used.
Definition 4.4. A belted tree $\mathfrak{B}$ is a spanning tree $\mathcal{T}$ together with a set of 1-simplices $\left\{E_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}, E_{i} \in \mathcal{K}_{1}$, such that the set of graph-theoretic cycles $\left\{c_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$, where $c_{i}$ is the only cycle in $\mathcal{T} \cup E_{i}$, are exactly the supports of the chains $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$. Each cycle $c_{i}$ is referred to as a belt, and the 1-simplex $E_{i}$ is referred to as a belt fastener.

The algorithmic way to obtain a belted tree will be described in the section 4.4.
In the GSTT algorithm, during construction of the cocycle $\mathbf{t}^{i}$, the belted tree is used to set $\left\langle\mathbf{t}^{i}, h_{j}\right\rangle=\delta_{i j}$. This is obtained by setting $\left\langle\mathbf{t}^{i}, E\right\rangle=0$ for $E \in \mathfrak{B} \backslash E_{i}$ and $\left\langle\mathbf{t}^{i}, E_{i}\right\rangle=1$.
4.4. Automatic construction of a belted tree. In this section, the automatic construction of a belted tree for a simplicial complex $\mathcal{K}$ is addressed. At the beginning, the representatives of the first homology group generators are computed. Then, based on them, the belted tree is constructed.

In order to obtain the first homology basis, one of the libraries [43], [44], [45], [46] may be used. Before the algebraic Smith normal form computations, various original reduction techniques are applied to make the complex as small as possible [30], [31]. [24], Let us assume that, as the output of the homology computation algorithm, a set of chains $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ is obtained such that the $h_{i}=\sum_{E \in \mathcal{K}_{1}} \alpha_{i}^{E} E$ represent the generators of the first homology group.

The algorithm to construct a belted tree is now presented. For a set $\mathfrak{B} \subset \mathcal{K}_{1}$, let us define the concept of $\mathfrak{B}$-connected component. Two vertices $V_{1}, V_{2} \in \mathcal{K}_{0}$ belongs to the same $\mathfrak{B}$-connected component if they can be joined with the 1 -simplices in the set $\mathfrak{B}$. The algorithm presented in Figure 4.2 is used to obtain a belted tree.

The 1-simplices in the set $\mathfrak{B}$ are the belted tree 1 -simplices. The 1 -simplices in the set $\mathfrak{C}$ are cotree ${ }^{5} 1$-simplices.

Lemma 4.5. The only graph-theoretic cycles present in the belted tree $\mathfrak{B}$ are those which belong to the supports of $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$.

Proof. Suppose, by contrary, that there exists a set of 1-simplices $F \subset \mathfrak{B}$ that forms a graph theoretic cycle. Moreover, suppose that $F \not \subset \bigcup_{j=1}^{\beta_{1}(\mathcal{K})}\left|h_{j}\right|$. It follows that there exists a 1 -simplex $E \in F$ that has been added to the set $F$ in the while loop in the algorithm presented in Figure 4.2. Let $E^{\prime} \in F$ denote the last 1-simplex added to the set $F$ in the above while loop. Let $V_{1}$ and $V_{2}$ denote the 0 -simplices in the boundary of $E^{\prime}$. All the 1-simplices in $F$, except for $E^{\prime}$, are already in the set $\mathfrak{B}$ when $E^{\prime}$ is considered by the algorithm. Consequently, when $E^{\prime}$ is considered by the algorithm, $V_{1}$ and $V_{2}$ belong to the same $\mathfrak{B}$-connected component, since they can be joined by the 1 -simplices in $\left(F \backslash E^{\prime}\right) \subset \mathfrak{B}$. In this case, from the algorithm, it follows that $E^{\prime} \in \mathfrak{C}$, which gives a contradiction.

[^5]- Let $\mathfrak{B}:=\left\{E \in \mathcal{K}_{1} \quad \exists_{i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}} h_{i}=\sum_{S \in \mathcal{K}_{1}} \alpha_{i}^{S} S\right.$ and $\left.\alpha_{i}^{E} \neq 0\right\}$;
- $\mathfrak{C}:=\emptyset$;
- for every $E \in \mathcal{K}_{1} \backslash(\mathfrak{B} \cup \mathfrak{C})$
- Let $V_{1}, V_{2} \in|\partial E|$;
- if $V_{1}$ and $V_{2}$ belong to the same $\mathfrak{B}$-connected component ${ }^{a}$,
- then $\mathfrak{C}:=\mathfrak{C} \cup E ;$
- else $\mathfrak{B}:=\mathfrak{B} \cup E ;$
- return $\mathfrak{B}, \mathfrak{C}$;
${ }^{a}$ This can be effectively done by using find-union data structure; see [47].

Fig. 4.2. Construction of a belted tree.

From the first point of the algorithm in Figure 4.2 it follows that all the 1-simplices with nonzero coefficient in the representatives of the homology generators $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ are in $\mathfrak{B}$. From Lemma 4.5 it follows that those are the only graph-theoretic cycles in $\mathfrak{B}$, and from the algorithm in Figure 4.2 it is clear that no edge can be added to $\mathfrak{B}$ without closing a cycle. This implies that $\mathfrak{B}$ is a belted tree.
4.5. The GSTT algorithm. In section 4.1, the value of the cochain $\mathbf{t}^{i}$ is assumed to be set in the way that its evaluation on every homologically trivial cycle is zero. In this section, a technique to enforce this condition is presented.

A linear system of equations is solved for each $i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$. Let $\mathfrak{B}$ be a belted tree created as in section 4.4. Then, for the fixed basis of the chain and cochain group, the following system is considered:

$$
\begin{equation*}
\mathbf{M}_{\delta^{1}} \mathbf{t}^{i}=0,\left.\quad \mathbf{t}^{i}\right|_{\mathfrak{B} \backslash E_{i}}=0,\left.\quad \mathbf{t}^{i}\right|_{E_{i}}=1 \tag{4.5}
\end{equation*}
$$

For this system, the following lemma holds.
Lemma 4.6. The system (4.5) has at most one solution.
Proof. Let $\left\{h_{j}\right\}_{j=1}^{\beta_{1}(\mathcal{K})}$ be the representatives of the fixed homology basis. If the system is not consistent, then the lemma holds. Suppose that the system is consistent. It remains to show that, in this case, a unique solution exists. Suppose, by contrary, that two different solutions $\mathbf{t}^{i}$ and $\mathbf{t}^{\prime i}$ of (4.5) exist. It follows that there exists a cotree 1-simplex $E$ such that $\left\langle\mathbf{t}^{i}, E\right\rangle \neq\left\langle\mathbf{t}^{\prime i}, E\right\rangle$. However, the 1-simplex $E$ together with the 1-simplices $\mathfrak{B} \backslash\left(\bigcup_{j=1}^{\beta_{1}(\mathcal{K})} E_{j}\right)$ forms a unique fundamental cycle (as in section 3) $C_{E}$. Since the $\left\{h_{j}\right\}_{j=1}^{\beta_{1}(\mathcal{K})}$ form a homology basis, there exists a uniquely determinate set of integers $\left\{a_{1}, \ldots, a_{\beta_{1}(\mathcal{K})}\right\}$ such that the cycle $\sum_{j=1}^{\beta_{1}(\mathcal{K})} a_{j} h_{j}$ is in the same homology class as the cycle $C_{E}$. From the Lemma 2.8 it follows that $\left\langle\mathbf{t}^{i}, C_{E}\right\rangle=\left\langle\mathbf{t}^{i}, \sum a_{j} h_{j}\right\rangle=$ $\sum a_{j}\left\langle\mathbf{t}^{i}, h_{j}\right\rangle$ and $\left\langle\mathbf{t}^{\prime i}, C_{E}\right\rangle=\left\langle\mathbf{t}^{\prime i}, \sum a_{j} h_{j}\right\rangle=\sum a_{j}\left\langle\mathbf{t}^{\prime i}, h_{j}\right\rangle$. But the values $\left\langle\mathbf{t}^{\prime i}, h_{j}\right\rangle=$ $\left\langle\mathbf{t}^{i}, h_{j}\right\rangle$, for each $j \in\left\{1, \ldots \beta_{1}(\mathcal{K})\right\}$, have been fixed in the system. It follows that $\left\langle\mathbf{t}^{i}, C_{E}\right\rangle=\left\langle\mathbf{t}^{i}, C_{E}\right\rangle$. From the assumptions in (4.5), the values associated to 1 simplices in $\mathfrak{B} \backslash E_{i}$ are set to zero. It is straightforward to see that $\left\langle\mathbf{t}^{i}, C_{E}\right\rangle=\left\langle\mathbf{t}^{i}, E\right\rangle$ and $\left\langle\mathbf{t}^{\prime i}, C_{E}\right\rangle=\left\langle\mathbf{t}^{\prime i}, E\right\rangle$, which implies $\left\langle\mathbf{t}^{i}, E\right\rangle=\left\langle\mathbf{t}^{\prime i}, E\right\rangle$. This gives a contradiction.

Due to Lemma 4.6, the system has at most one solution, although the matrix is not square. In principle one can solve (4.5) by using an integer arithmetic system solver.

```
for }i=1\mathrm{ to }\mp@subsup{\beta}{1}{}(\mathcal{K}
    1. let }\mathfrak{B}\mathrm{ be a belted tree and E}\mp@subsup{E}{i}{}\mathrm{ be the belt fastener in }\mp@subsup{h}{i}{}\mathrm{ , chosen as described in
        section 4.4.
```



```
    for every }E\in\mp@subsup{\mathcal{K}}{1}{}\mathrm{ set }\langle\mp@subsup{\mathbf{t}}{}{i},E\rangle:= UNDEFINED
    4. set }\langle\mp@subsup{\mathbf{t}}{}{i},\mp@subsup{E}{i}{}\rangle:=1 and \langle\mp@subsup{\mathbf{t}}{}{i},E\rangle:=0 for E \in\mathfrak{B}\\mp@subsup{E}{i}{}
    5. while( L\not=\emptyset )
        (a) Lsize := card(L);
        (b) for every T\inL
            i. if for every }E\in|\partialT|,\langle\mp@subsup{\mathbf{t}}{}{i},E\rangle\not=\mathrm{ UNDEFINED, then
                A. if }\langle\mp@subsup{\mathbf{t}}{}{i},\partialT\rangle=0\mathrm{ then remove }T\mathrm{ from L;
                B. else return FAILURE;
            ii. if there exist unique }E\in|\partialT|\mathrm{ such that }\langle\mp@subsup{\mathbf{t}}{}{i},E\rangle=\mathrm{ UNDEFINED then
                    A. set }\langle\mp@subsup{\mathbf{t}}{}{i},E\rangle\mathrm{ to get }\langle\mp@subsup{\mathbf{t}}{}{i},\partialT\rangle=0
                    B. remove T from L;
        (c) if Lsize = card(L) then return INFINITE_LOOP;
return {t't }}\mp@subsup{}}{i=1}{\mp@subsup{\beta}{1}{}(\mathcal{K})}\mathrm{ ;
```

Fig. 4.3. The GSTT algorithm.
However, if a real-sized simplicial complex is used, this may take an unacceptable amount of time or memory. The GSTT algorithm is introduced as an attempt to solve (4.5), for every $i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$, by using back-substitutions only.

The GSTT algorithm is presented in Figure 4.3.
The idea of the GSTT algorithm (for $\beta_{1}(\mathcal{K})=1$ ) is shown in Figure 4.4, on the same simplicial complex used in section 2.3. In the first picture, the edges belonging to the belted tree are shown. The thicker edge with coefficient 1 is the belt fastener edge. All the values on the other edges belonging to the belted tree are set to zero. Then the iteration process starts. On each iteration, the darker 2-simplices are the ones with 2 edges in their boundary already set. Thus the value on the third edge can be determined by setting a zero evaluation on the boundary of the considered 2 -simplex. The dotted edges represent the edges whose value is determined in the considered iteration.
4.6. Conditions for GSTT error-free termination. This section summarizes some conditions required for the GSTT to terminate without errors and some conditions that arise from features that appear to cause difficulties for the GSTT algorithm. The conditions are strongly related to the counterexamples presented in section 5. No formal proof that GSTT returns errors when one or more of the described conditions do take place are known so far.

Let us first present the conditions related with the way belt fasteners are chosen:

1. Let $h_{i}=\sum_{E \in \mathcal{K}_{1}} \alpha_{i}^{E} E$ be the given representatives of the homology basis, and let $\alpha_{i}^{E_{i}}$ be the coefficient of belt fastener $E_{i}$ in $h_{i}$. Due to the assumptions about $\mathbf{t}^{i}$, one has $1=\left\langle\mathbf{t}^{i}, h_{i}\right\rangle=\left\langle\mathbf{t}^{i}, \sum_{E \in \mathcal{K}_{1}} \alpha_{i}^{E} E\right\rangle=\left\langle\mathbf{t}^{i}, \alpha_{i}^{E_{i}} E_{i}\right\rangle=\alpha_{i}^{E_{i}}\left\langle\mathbf{t}_{i}, E_{i}\right\rangle$. It follows that in order to set $\left\langle\mathbf{t}^{i}, h_{i}\right\rangle=1$ in a belted tree one needs to have $\left|\alpha_{i}^{E_{i}}\right|=1$.
2. For each representant of the homology basis $h_{i}=\sum_{E \in \mathcal{K}_{1}} \alpha_{i}^{E} E$, a belt fastener 1-simplex $E_{i}$ has to be chosen in the way that a chain $\hat{C}_{i}=\sum_{E \in \mathcal{K}_{1}} \beta_{i}^{E} E$ such that

$$
\beta_{i}^{E}:= \begin{cases}\alpha_{i}^{E} & \text { if } E \neq E_{i} \\ 0 & \text { if } E=E_{i}\end{cases}
$$



FIG. 4.4. Illustration of the GSTT algorithm iterations.
does not contain subchains ${ }^{6}$ that are homologically nontrivial cycles.
It is shown in sections 5.2.1 and 5.3.1 that these are critical requirements for the belt fastener. However, in general, it is not easy in practice to algorithmically verify this assumption in an effective way.
Now let us present the conditions related with belts:

1. As stated in section 5.2.2, the belt cannot be a knot. A similar situation takes place when the considered domain is a complement of a knot; see section 5.4.1. The authors believe that GSTT will never terminate without errors in those cases.

[^6]2. Unfortunately, valid (but not minimal in some sense) generators that do not have intersections nor self-intersections and which do not form any knot may cause a problem for correct GSTT termination as well, as reported in section 5.3.2.
Also "knotted paths" in the belted tree, as in sections 5.1.1 and 5.1.2, may prevent STT/GSTT error-free termination. In fact, since STT and GSTT use the same propagation strategy, the STT counterexamples reported in sections 5.1.1, 5.1.2 and 5.1.3 hold for GSTT as well.

All these counterexamples indicate that it may be very hard to try to present necessary and sufficient conditions for the STT/GSTT error-free termination.
4.7. Formal description of the GSTT output. It is assumed that the algorithm presented in Figure 4.3 did not return FAILURE or INFINITE_LOOP. For each chain $h_{i}$ representing the $H_{1}(\mathcal{K})$ generator, let $\mathbf{t}^{i}$ denote the cochain obtained as the output of the algorithm. It is demonstrated in the following that the $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ returned by the GSTT algorithm represents an $H^{1}(\mathcal{K})$ basis. First, the universal coefficients theorem for cohomology is recalled.

Theorem 4.7 (see [35, Theorem 3.2]). If a simplicial complex $\mathcal{K}$ has (integer) homology groups $H_{n}(\mathcal{K})$, then the cohomology groups $H^{n}(\mathcal{K}, G)$ are determined by the exact sequences

$$
0 \rightarrow \operatorname{Ext}\left(H_{n-1}(\mathcal{K}), G\right) \rightarrow H^{n}(\mathcal{K}, G) \xrightarrow{h} \operatorname{Hom}\left(H_{n}(\mathcal{K}), G\right) \rightarrow 0
$$

In this paper, there is no need to go into the definition of the Ext functor. The key property is that $\operatorname{Ext}(Q, G)=0$ if $Q$ is a free group. For further details and proof of this property consult [35, p. 195]. $\operatorname{Hom}\left(H_{n}(\mathcal{K}), G\right)$ is denoted by the group of homomorphisms $H_{n}(\mathcal{K}) \rightarrow G$ with addition.

From the definition of a coboundary operator for a class $[d] \in H^{n}(\mathcal{K}, G)$, since $d$ is a cocycle, one has $0=\langle\delta d, z\rangle=\langle d, \partial z\rangle$ for each $z \in C_{2}(\mathcal{K})$. From the above equality it follows that $\left.d\right|_{B_{n}(\mathcal{K})}=0$. Let us define the restriction $d_{0}=\left.d\right|_{Z_{n}(\mathcal{K})}$. Since $\left.d_{0}\right|_{B_{n}(\mathcal{K})}=0$, then $d_{0} \in \operatorname{Hom}\left(H_{n}(\mathcal{K}), G\right)$. This shows the correctness of definition of the map $h([d])=d_{0} \in \operatorname{Hom}\left(H_{n}(\mathcal{K}), G\right)$ used in the exact sequence in Theorem 4.7. In our case the group $G$ is the group of integers, and the universal coefficient theorem for cohomology is used in the case $n=1$. In this case the exact sequence from Theorem 4.7 has the form

$$
0 \rightarrow \operatorname{Ext}\left(H_{0}(\mathcal{K}), \mathbb{Z}\right) \rightarrow H^{1}(\mathcal{K}, \mathbb{Z}) \xrightarrow{h} \operatorname{Hom}\left(H_{1}(\mathcal{K}), \mathbb{Z}\right) \rightarrow 0
$$

Now, the main theorem of this section is presented.
THEOREM 4.8. The output of the GSTT algorithm, $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$, consists of the cocycles representing a basis of the first cohomology group $H^{1}(\mathcal{K})$.

Proof. Since in our case the simplicial complex $\mathcal{K}$ is nonempty and connected, from Theorem 2.3 it follows that $H_{0}(\mathcal{K})=\mathbb{Z}$. This provides that $H_{0}(\mathcal{K})$ is a free group. From the cited property of the Ext functor, it follows that $\operatorname{Ext}\left(H_{0}(K), \mathbb{Z}\right)=0$. From exactness of the sequence, one has that $h: H^{1}(\mathcal{K}, \mathbb{Z}) \rightarrow \operatorname{Hom}\left(H_{1}(\mathcal{K}), \mathbb{Z}\right)$ is an isomorphism. Let $\left\{h_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ be the cycles representing the $H_{1}(\mathcal{K})$ basis that has been used as the input to the GSTT algorithm. Let us define $\phi_{i} \in \operatorname{Hom}\left(H_{1}(\mathcal{K}), \mathbb{Z}\right)$ such that $\phi_{i}\left(\left[h_{j}\right]\right)=\delta_{i j}$. Since $\mathcal{K}$ is a three-dimensional simplicial complex, then, due to Theorems 2.2 and 2.3 , all the homology groups of $\mathcal{K}$ are free groups. Consequently $\left\{\phi_{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ form a basis of $\operatorname{Hom}\left(H_{1}(\mathcal{K}), \mathbb{Z}\right)$. Since $h$ is an isomorphism, $\left\{h^{-1}\left(\phi_{i}\right)\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$
form a basis of $H^{1}(\mathcal{K}, \mathbb{Z})$. Let us denote $\left(\mathbf{t}^{\prime i}\right)=h^{-1}\left(\phi_{i}\right)$. Due to the definition of the isomorphism $h$, the cocycles $\mathbf{t}^{\prime i}$ verify $\left\langle\mathbf{t}^{\prime i}, h_{j}\right\rangle=\delta_{i j}$, as the cocycle $\mathbf{t}^{i}$ obtained from the GSTT algorithm presented in Figure 4.3. It remains to show that $\mathbf{t}^{\prime i}$ and $\mathbf{t}^{i}$ are in the same cohomology class for every $i \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$. Suppose, by contrary, that $\mathbf{t}^{\prime i}-\mathbf{t}^{i}$ is a nonzero element in $H^{1}(\mathcal{K}, \mathbb{Z})$. Then the image $h\left(\mathbf{t}^{\prime i}-\mathbf{t}^{i}\right)$ is a nonzero element in $\operatorname{Hom}\left(H_{1}(\mathcal{K}), \mathbb{Z}\right)$. Therefore, there exists a nonzero element $[e] \in$ $H_{1}(\mathcal{K}),[e]=\left[\sum_{j=1}^{\beta_{1}(\mathcal{K})} \alpha_{j} h_{j}\right]$, such that $\alpha_{j} \neq 0$ for some $j \in\left\{1, \ldots, \beta_{1}(\mathcal{K})\right\}$, which implies $\left\langle\mathbf{t}^{\prime i}-\mathbf{t}^{i}, e\right\rangle \neq 0$. However, $0 \neq\left\langle\mathbf{t}^{i}-\mathbf{t}^{i}, e\right\rangle=\left\langle\mathbf{t}^{\prime i}-\mathbf{t}^{i}, \sum_{j=1}^{\beta_{1}(\mathcal{K})} \alpha_{j} h_{j}\right\rangle=$ $\sum_{j=1}^{\beta_{1}(\mathcal{K})} \alpha_{j}\left(\left\langle\mathbf{t}^{i}, h_{j}\right\rangle-\left\langle\mathbf{t}^{i}, h_{j}\right\rangle\right)=0$. This gives a contradiction. Hence, the cocycles $\left\{\mathbf{t}^{i}\right\}_{i=1}^{\beta_{1}(\mathcal{K})}$ obtained by the GSTT algorithm represent a basis of $H^{1}(\mathcal{K})$.
5. Termination issues. Despite that the STT and the GSTT are considered to be general, in this section we show that quite a big number of limitations of these techniques exist. Let us present these limitations with concrete counterexamples. To this aim, the STT and GSTT algorithm have been implemented by the authors using Matlab ${ }^{\circledR}$ [48]. The meshes and homology generators employed in all the presented counterexamples are provided with the implementation.

### 5.1. STT termination errors.

5.1.1. Counterexample A: A coarse ball. The simplest counterexample is formed by a three-dimensional homologically trivial complex. It contains eight 3simplices, 22 2-simplices, 21 -simplices, and eight 0 -simplices. An exploded view of the 3 -simplices is visible on the left of Figure 5.1. A spanning tree is formed by considering the thick 1 -simplices on the right of Figure 5.1. If the STT is run, no 1-simplex can be set, and the STT algorithm returns INFINITE_LOOP. In fact, each 2 -simplex has one and only one tree 1 -simplex in its boundary.

Remark 1. This counterexample demonstrates that there exist trees for which the STT terminates with an error.
5.1.2. Counterexample B: A cube. A three-dimensional complex which represents a cube and is homeomorphic to the three-dimensional ball is introduced. A tree is constructed first on the boundary of the complex. Then the tree is constructed in the interior, using as graph only the 1-simplices that have no node on the boundary of the cube. Moreover, the tree in the interior contains a "knotted path;" see Figure 5.2. Finally, a tree on the whole cube is obtained by adding one 1 -simplex that joins the tree on the cube's boundary and the tree in the interior. Such a procedure


Fig. 5.1. The complex considered in counterexample $A$.


Fig. 5.2. A three-dimensional complex which represents a cube is considered in counterexample B. A subset of the chosen tree is shown in addition.

(a)

FIG. 5.3. The sketch of the complex considered in counterexample $C$.
to build a tree is frequently used in computational electromagnetics (see, for example, [15]), to reduce the support of the 1-cochain $\mathbf{h}^{s}$. In this counter-example the STT returns INFINITE_LOOP, it being not possible to set all the 1 -simplices in the cube.
5.1.3. Counterexample C: The Bing's house. A Bing's house [49] is now considered. The complex, homeomorphic to the three-dimensional ball, can be obtained by replacing every surface in the polyhedron represented in Figure 5.3(a) by a "thick wall" made of 3 -simplices. At the end of this procedure, one obtains the polyhedron in Figure 5.4. The two views are obtained by cutting the polyhedron with a vertical plane (Figure 5.4(a)) and a horizontal plane (Figure 5.4(b)). The obtained polyhedron can be considered informally as a "house" with two "chambers." In fact, the polyhedron is made in such a way that one can enter the two chambers by following the paths shown in Figure 5.3(b). It can be demonstrated that the Bing's house is homeomorphic to the tree-dimensional ball.

Also with this complex the STT returns INFINITE_LOOP.
Remark 2. This counterexample demonstrates that, for a given mesh of the Bing's house and for a randomly chosen spanning tree, the STT terminates with an error. We conjecture that this is the case for every spanning tree of the Bing's house.

### 5.2. GSTT termination errors arising with one generator.

5.2.1. Counterexample D: Self-intersecting generator. The complement of a torus with respect to a cylinder is covered with the complex $\mathcal{K}$. On the left of Figure 5.5 , the boundary of the complex $\mathcal{K}$ is shown. On the right, the internal boundary of $\mathcal{K}$ is depicted. The 1 -simplices with nonzero coefficient in the $H_{1}(\mathcal{K})$ generator


Fig. 5.4. Two views of the Bing's house polyhedron obtained by cutting it with a vertical plane (a) or a horizontal plane (b).


Fig. 5.5. The complex used in the counterexample $D$.

1-cycle are represented in the figure as thick edges. The thickest of all edges is the belt fastener. This homology generator may be obtained from a homology computation. In this counterexample, the belt fastener 1 -simplex is chosen to enforce a nonzero circulation on a trivial cycle. Therefore, due to the Lemma 2.6, an inconsistent value is forced, and the GSTT returns FAILURE.

Remark 3. This class of problems in principle can be solved by selecting the appropriate belt fastener. Nonetheless, it should be noted that the procedure to select the appropriate belt fastener necessarily requires us to check whether a cycle is homologically trivial or not, which is computationally costly.
5.2.2. Counterexample E: Knotted generator. A simple torus complement, as in counterexample D, is considered; see Figure 5.6. A knotted generator, which may be obtained by an automatic homology computation, is used in this counterexample. For a random tree containing the knotted generator, the GSTT returns INFINITE_LOOP. We conjecture that this is the case for every tree when the generator forms a knot.

Remark 4. This counterexample demonstrates that, for a given knotted generator and randomly chosen belted tree, the GSTT terminates with an error. Moreover, we note that this situation is difficult to detect.


Fig. 5.6. The complex used in the counterexample E.


Fig. 5.7. The complex used in the counterexamples $F$ and $G$.
5.3. GSTT termination errors arising with more than one generator. The complement of a double torus with respect to a cube is covered with the simplicial complex $\mathcal{K}$; see Figure 5.7. On the left of Figure 5.7, the boundary of the complex $\mathcal{K}$ is shown. On the right, the internal boundary of $\mathcal{K}$ is depicted. This complex is used in the next two counterexamples.
5.3.1. Counterexample $\mathbf{F}$ : Intersecting generators. A double torus complement complex is considered; see Figure 5.7. In the considered counterexample, the two homology generators are produced by an automatic homology computation. Such generators intersect each other (see Figures 5.8(a) and 5.8(b)), which is quite common in practice. If the first belt fastener is selected as in this counterexample, a nonzero evaluation is set on a trivial cycle; see Figure 5.8(c). This inconsistency induces the GSTT to return a FAILURE.

Remark 5. The same remark as the one in counterexample D holds.
5.3.2. Counterexample G: Complicated generators. A double torus complement complex is considered; see Figure 5.7. Let us denote the generators as in Figure 5.9(a) as $g_{1}$ and $g_{2}$. Let us also denote by $e_{1}=g_{1}+n g_{2}$ and $e_{2}=g_{1}+(n-1) g_{2}$. Then, of course, $e_{1}-e_{2}=g_{2}$. Since $n g_{2}=n\left(e_{1}-e_{2}\right)$, $e_{1}=g_{1}+n g_{2}=g_{1}+n\left(e_{1}-e_{2}\right)$ holds. This implies $e_{1}-n\left(e_{1}-e_{2}\right)=g_{1}$. So one can get both $g_{1}$ and $g_{2}$ as a combination of $e_{1}$ and $e_{2} . g_{1}$ and $g_{2}$ is a valid homology basis; hence also $e_{1}$ and $e_{2}$ is a valid


FIG. 5.8. The complex used in the counterexample $F$.


Fig. 5.9. The complex used in the counterexample $G$.
basis. In this example, let us focus on the case of $n=2$. Let us define $g_{1}+2 g_{2}=f_{1}$ and $g_{1}+g_{2}=f_{2}$. It follows that $f_{1}-f_{2}=g_{2}$ and $f_{2}-\left(f_{1}-f_{2}\right)=2 f_{2}-f_{1}=g_{1}$. So $f_{1}$ and $f_{2}$ are a valid basis for the first homology group, which means that such a generators can be obtained by an automatic homology computation. If the generators $f_{1}$ and $f_{2}$ are used as input for the GSTT, the algorithm returns INFINITE_LOOP.

Remark 6. This counterexample demonstrates that, considering $f_{1}$ and $f_{2}$ as input generators and for a randomly chosen belted tree, the GSTT terminates with an error. We conjecture that this is the case for every spanning tree. Moreover, we note that this situation is difficult to detect, since the generators do not intersect each other and are not self-intersecting and nonknotted.

### 5.4. GSTT termination errors arising with knot's complements.

5.4.1. Counterexample H: Complement of a knot. A trefoil knot complement with respect to a cube is considered and covered by the complex $\mathcal{K}$; see Figure 5.10. A nonself-intersecting and nonknotted homology generator is used. The GSTT algorithm returns INFINITE_LOOP. We conjecture that this counterexample holds always when a knot's complement is considered.

Remark 7. This counterexample demonstrates that, for a given mesh of a knot's complement and for a random belted tree, the GSTT terminates with an error.


Fig. 5.10. The complex used in the counterexample $H$.
6. Conclusions. The STT and the GSTT have been analyzed in the light of algebraic topology. The number of counterexamples shows that many problems may arise both with the STT and the GSTT, preventing their termination without errors. Moreover, it seems not trivial to find a general solution to all of these problems. Therefore, the answer proposed by the authors to the open question raised by Bossavit in $[25$, p. 238$]$ is that the direct computation of the first cohomology group generators appears to be a better option than GSTT.
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[^1]:    ${ }^{1}$ The very idea dates back to Maxwell; see "Cyclosis in Surfaces and Regions" [20]. In computational electromagnetic, the idea was formalized and made popular by Kotiuga [21], [22], [23], [50], and Gross and Kotiuga [24], even though his definition, due to the use of finite elements with nodal basis functions, is different with respect to the one proposed in [17], [18], [19].

[^2]:    ${ }^{2}$ For example, the magneto-motive force DOF relative to the 1 -simplex $e$ is the integral of the differential 1-form magnetic field over the 1-simplex $e$.

[^3]:    ${ }^{3}$ When solving magneto-quasi-static problems in frequency domain, the generalized source magnetic field is a complex-valued 1-cochain. All the results presented in this paper hold without any modification also in the case of complex-valued 1-cochains.

[^4]:    ${ }^{4} \mathrm{~A}$ heuristic demonstration exploits the fact that each equation on fundamental cycles involves the value on a cotree 1-simplices, which is not used in any other equation. Thus the equations have to be independent. They are also maximal, since the fundamental cycles form a basis for $Z_{1}(\mathcal{K})$.

[^5]:    ${ }^{5}$ It should be noted that, in this section, the cotree is the complement of the belted tree.

[^6]:    ${ }^{6}$ Let $c=\sum_{E \in \mathcal{K}_{1}} \beta^{E} E, d=\sum_{E \in \mathcal{K}_{1}} \gamma^{E} E$, with $c, d \in C_{1}(\mathcal{K}) . d$ is a subchain of $c$ if the following implication holds: $\beta^{E}=0 \Rightarrow \gamma^{E}=0$.

