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Optimal Cohomology Generators for 2-D Eddy-Current
Problems in Linear Time

Ruben Specogna

Universita di Udine, Dipartimento di Ingegneria Elettrica, Gestionale e Meccanica (DIEGM), Udine, Italy

The aim of this paper is to present an automatic and efficient algorithm to find cohomology generators suitable for 2-D eddy-current
problems formulated by means of complementary formulations. The algorithm is general, straightforward to implement, exhibits a
linear worst-case computational complexity and produces optimal representatives of generators. By optimal we mean the representatives
that minimize in practical cases the fill-in of the system of equations matrix and guarantee that the current flowing in each conductor
is in one-to-one correspondence with a generator. As a numerical example, the complementary formulations are used to compute the
frequency-dependent per-unit-length impedance in integrated circuits.

Index Terms—Cohomology generators, complementarity, eddy-currents, finite element method (FEM), source field, thick cuts.

I. INTRODUCTION

T IS WELL established that the use of complementary for-

mulations to solve eddy-current problems offers several ad-
vantages [1]-[7]. The results of the two formulations, in fact,
may be used as a robust error estimator for mesh adaptivity
[8]-[10] and they usually provide upper and lower bounds for
impedance. The last statement hasn’t been proved yet, but nu-
merical experiments conducted in literature seem to indicate
that this is the case in most practical cases [7], [11]-[13].

The obstruction to use complementary formulations is due to
the fact that the one based on the magnetic scalar potential re-
quires the so-called cuts to render the problem well defined. A
vast literature in computational electromagnetics have been de-
voted to defining and retrieving them [14]-[28]. The fact that
this issue has been considered unsolved for so many years indi-
cates that computing cuts is not straightforward.

Let us cover the computational domain D of the eddy-current
problem, which is assumed connected and simply connected,
by a finite element mesh. From the incidences of the mesh ele-
ments, the cell complex K is obtained. Two subcomplexes K.
and K, of K are introduced that contain elements belonging to
the conducting and insulating regions, respectively. Each of the
N, connected components of K. is called conductor and de-
noted as C;, with ¢ € {1,..., N.}.

To define the magnetic scalar potential consistently, it is pop-
ular to construct some cutting surfaces, known as (thin) cuts,
that render K, simply connected [16], [23]. Then, a jump in the
magnetic scalar potential across cuts is obtained by doubling the
nodes in the cutting surface. The problem is that this method
becomes quite complicated when cuts intersect [22]. That is the
reason why recently the formulation based on edge elements
have been considered [18], [19], [21], [24], [25], [29]. In the
latter case, in fact, intersecting or even self-intersecting cuts do
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not bring any additional difficulty neither in the theory nor in
the implementation. Therefore, in this paper as cuts we mean
the so-called thick cuts, that are defined as representatives of
first cohomology group generators over integers of the insu-
lating region [24], [25], [29]. For an informal introduction to
the relevant concepts of algebraic topology, the potential defini-
tion for eddy-current problems and a physical interpretation of
thick cuts, the reader is invited to consult [24], [29].

The algorithms for thick cut computation introduced in lit-
erature may be classified as follows. First, there are algorithms
that compute the first cohomology group over integers H (K, )
as [25], [29]. These algorithms are not analyzed in this paper
because for 2-D problems they are too computationally costly
and too complicated to implement. Second, there are a number
of algorithms based on the popular idea of “cutting” the com-
plex K, by removing some of its elements in such a way that
what remains becomes simply connected. In practice, this is per-
formed by growing as much as possible an acyclic subcom-
plex in K, [20], [21]. Its complement with respect to K, is
supposed to be the union of all thick cuts. In 3-D, homotopy-
based algorithms are patently incorrect [29], but in 2-D they
potentially may be useful thanks to the ease of implementation.
Third, the Generalized Spanning Tree Technique (GSTT) [19],
[24] attempts to construct the thick cuts starting from a basis
of the first homology group. GSTT is attractive for 2-D prob-
lems because—as we are going to see—homology generators
are readily available and because, contrarily to the 3-D setting
[26], its termination is guaranteed. Finally, an algorithm called
Thinned Current Technique (TCT) has been recently introduced
in [28]. It is based on a thinning of conductors followed by the
application of the Extended Spanning Tree Technique (ESTT)
[30].

The aim of this paper is to present a novel algorithm to obtain
cohomology generators for 2-D problems that does not belong
to any of the classes presented in the survey. The algorithm is
completely automatic, provably general and exhibits a linear
worst case computational complexity. Moreover, the algorithm
is optimal in the sense that it provides the minimization of the
fill-in of the linear system of equation sparse matrix, at least for
practical examples.

The paper is structured as follows. Section II is devoted
to a survey of existing methods for computing thick cuts. In
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Fig. 1. The example used to illustrate the output of the various techniques for
thick cuts generation.

Section III the novel algorithm to compute optimal generators
of the cohomology group is presented. Section IV is devoted to
the presentation of the numerical results while, in Section V,
the conclusions are drawn.

II. LITERATURE SURVEY ON 2-D COHOMOLOGY
COMPUTATIONS

A. Benchmark Problem

Let us consider as a benchmark the eddy-current problem
consisting in three conducting microstrip lines above a lossy
substrate, see Fig. 1. For the sake of clarity in the pictures, the
coarse mesh represented in Fig. 1 is used.

B. Acyclic Sub-Complex

The idea of the acyclic subcomplex method is to remove from
K, the largest possible acyclic subcomplex .A. At the end of
this process, its complement with respect to K, is the support
of the union of all thick cuts. Since .4 is homologically trivial
by construction, the magnetic scalar potential only is required
in that region. An example of such a support for the benchmark
problem is represented in Fig. 2.

To present an algorithm, a number of problems have to be
faced. Namely, a) how to construct the acyclic subcomplex; b)
how to extract a set of thick cuts from its complement with re-
spect to K ; ¢) how to find the integer coefficients of the thick
cuts to assign to each edge; d) how to implement a basis se-
lection [27] or automatically relate the current flowing in each
conductor to the independent currents associated to thick cuts
[29]. Last point is fundamental for imposing source current con-
straints or to perform some postprocessing.

Two classes of algorithms to find the acyclic subcomplex
have been presented, one based on growing the acyclic subcom-
plex from a seed element, the other reducing the initial complex
as much as possible. In [20], [21] it is proposed to start from a
random seed element belonging to X, and adding “an element
to the existing acyclic set if both this element and this set share
at least one face and that all their common nodes are linked by

Fig.2. The dark region (red in the color version) represents triangles belonging
to the acyclic subcomplex complement, which is the union of the supports of all
thick cuts.

a) b)

Fig. 3. (a) Counter-example for the [20], [21] algorithm. (b) Counter-example
for the algorithm [22], [23].

edges existing also in this set,” see [21]. It is easy to realize that
this algorithm hardly can succeed. In fact, if the algorithm is run
on the complex represented in Fig. 3(a) starting from the seed
element indicated in the picture, then no other element can be
added after two iterations, leading to a premature termination of
the algorithm with a wrong result.

Regarding the second class, two general and efficient algo-
rithms to construct an acyclic subcomplex based on lookup ta-
bles and coreduction have been proposed in [25] (even though
we remark that in that paper they are only used as efficient re-
duction techniques [25].)

A technique to generate a set of independent thick cuts and
to produce the integer coefficients has been introduced in [21].
We remark that the basis obtained is in most cases not the nat-
ural one, i.e., the current flowing in each conductor is not in
one-to-one correspondence with a generator. Therefore, addi-
tional effort is needed to perform a basis selection [27] or to
relate the current flowing in each conductor to the set of cuts,
for example as described in [21, Section 2.3]. As a final remark
we note that algorithms based on the acyclic sub-complex usu-
ally produce thick cuts that do not have a compact support.

1) From Thin Cuts to Thick Cuts: Two other algorithms have
been presented to find thin cuts with the acyclic subcomplex
idea. Then, a thick cut may be obtained by growing a layer of
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elements on one side of the thin cut and finding the edge co-
efficients appropriately. The first one, based on simple reduc-
tions [33], has been presented in [16]. The second has been pre-
sented in [22], [23], but it seems not general, at least following
the steps contained in those papers. In fact, by considering the
complex in Fig. 3(b), no cut is found, leading to wrong results.
In both cases, a procedure to remove dangling pieces of the cut-
ting surfaces—called filtering in [22], [23]—is needed, which
is the most time consuming part of the whole algorithm [23].

C. GSTT and TCT

The GSTT algorithm introduced in [19], and further inves-
tigated in [24] and [26], produces a cohomology basis given a
homology basis as input. While for 3-D problems finding a ho-
mology basis is not easy and many problems may arise in the
algorithm [26], for 2-D problems it seems to be a valid alterna-
tive. The reason is that the boundaries of the conductors form a
canonical basis for the H;(X,) homology group that, therefore,
does not need to be computed.

The following algorithm has to be run for each conductor C;,
i €{1,...,N.}. First, the edges in the boundaries of all con-
ductors are marked as tree edges (even if in this way the tree
contains cycles) to start forming the so-called belted tree [17],
[26]. Then, to complete the belted tree, a tree is formed in the
remaining part of KC,,. At the end, the only cycles present in the
belted tree are the boundaries 9C;, i € {1,..., N} of the con-
ductors. Then, a zero value is set to all belted-tree edges except
one random edge belonging to 9C; whose value is set to one.
Then, iterating over triangles, the coefficients of the ¢th thick cut
on the belted cotree edges (i.e., the complement of the belted tree
in KC,) are found by means of the discrete Ampére’s law [19].
In [18], thick cuts are computed as in [32], which presents an
alternative algorithm for the construction of a belted tree. For
2-D problems belted trees are more effectively constructed as
described in this paper.

Let us now present a novel algorithm based on the idea be-
hind the TCT algorithm [28]. First, build a (unconstrained) tree
in /C. Then, a random element belonging to the ith conductor
C; is selected. We set the current of that element to one, zero
on the others. Physically, this corresponds to compress the con-
ductor as much as possible. Finally, by applying the standard
STT algorithm [19], [26] to K and restricting the output to X,
it is possible to demonstrate that a basis of the first cohomology
group of IC,, is obtained [28].

The thick cuts produced by the GSTT algorithm for the
benchmark problem are represented in Fig. 4.

Both GSTT and TCT algorithms terminate always (this is re-
lated to the fact that a triangulation of a plane disk always col-
lapses to a point [33, p. 90]). Their advantage is that they render
useless any basis selection algorithm [21], [27], since there is
a one-to-one correspondence between a conductor and a coho-
mology generator. The disadvantage of these algorithms is that
the support of the thick cuts is in general far from minimal. The
novel algorithm proposed in this paper allows the most compact
family of thick cuts to be obtained at an even cheaper price.

1301

Fig. 4. Thick edges represent the support of thick cuts for the benchmark
problem produced by the GSTT algorithm. Thin edges represent dual edges
[17], [24] in K., that are dual to thick edges. These dual edges form paths on
the dual complex from & to each conductor boundary.

III. OPTIMAL COHOMOLOGY GENERATORS IN LINEAR TIME

A. (Co)Homology Computations as Shortest Path Problems

The idea of the novel algorithm stems from noticing that a
possible way to construct the thick cut for C; is to chose as sup-
port the edges that are dual to dual edges [17], [24] that form
paths from the outer surface (i.e., dK) to JC;. At the end, this
technique would produce thick cuts similar to those obtained by
the GSTT algorithm in Fig. 4, that indeed can be interpreted as
paths on the dual complex starting in d/C (on the bottom left of
the picture) and reaching each conductor boundary.

However, we want to produce optimal cohomology gener-
ators, where by optimal we mean the set of thick cuts with
minimum support, that usually provide the minimization of
the fill-in of the sparse matrix of the linear system of equa-
tions!. The most compact family of representatives may be
obtained by retrieving shortest paths? made by dual edges
between JK and each conductor boundary JC;. In principle,
a multisource multidestination shortest path problem should
be solved to determine such short paths between all possible
pairs of dual nodes belonging to 9C; the ones belonging to
JK. To find the shortest path between two nodes in a graph,
the well-known Dijkstra algorithm [34] may be used, which
exhibits a worst-case complexity for the computation of each
thick cut ranging from O(V?) to O(E + VlogV') with the most
sophisticated implementation based on a Fibonacci heap [34],
where V' and E are the number of nodes and edges of the mesh,
respectively. The number of elements in the mesh is denoted
as T'.

I'We remark that generators with minimal support do not necessarily imply
that the minimization of the fill-in is always achieved. There may be some ex-
amples built on a purpose that disprove this fact. Nonetheless, the proposed
method typically produces the minimum fill-in in practical problems and nearly
the minimum fill-in in the other cases.

2Shortest in the number of dual edges, not in Euclidean norm sense.
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Fig. 5. Distance field obtained by propagating in K from 9K.

B. Algorithm for Computing Optimal Cohomology Generators

The main novelty of this paper is to show that optimal coho-
mology generators can be obtained automatically in linear time
worst-case complexity just by solving a standard single-source
single-destination shortest path problem. The proposed algo-
rithm does not require any intervention of the user and it is
even straightforward to implement. The algorithm, based on a
breadth-first search (BFS) [34] single-source shortest path algo-
rithm executed on an undirected and unweighted graph, is pre-
sented in Algorithm 1. From line 4 to 7 of Algorithm 1, the el-
ements of K that touch K with at least one edge are enqueued
and their distance to 9K is set to zero. From line 8 to 19, the dis-
tances of the other triangles in /C are found by using a BFS algo-
rithm. The propagation stops when the boundaries of all conduc-
tors are reached. The distance field obtained for the benchmark
problem is represented in Fig. 5. The paths from each conductor
boundary that define the thick cuts are easily found from line 20
to 32 by using the predecessor information. The integer edge
coefficients of the thick cuts are found by enforcing the discrete
Ampére’s law on each element. Matrix C contains the incidence
numbers C( f, ) between all possible pairs of faces f and edges
e, whereas the colon notation as in Matlab or Fortran 90 is used
to access an entire row or column of a matrix. Finally, from line
33 to 35, the coefficients of the thick cuts relative to edges not
in K, are set to zero.

Algorithm12-D optimal thick cuts generation

1: integer £/ X N, matrix thick_cuts;

2: vector of T' integers distance initially set to oo.
distance[i] indicates the distance of the ith triangle 7; with
respect to 9K;

3: vector of T' integers path. path[i] indicates the triangle
from which 7T; is discovered;

4:fori=1to7 do
5:  if some of the edges of 7} belong to K then
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6: distance[i] « 0;

7: queue  — Tj;

8: while @ is not empty do

9: triangle T}, «— pop(Q);

10:  for all triangles 7 that share an edge { F; } 2| with T}, do

11: if distance[j] = oo then

12: distance[j] « distance[p] + 1;
130 pashlj] — T,

14: Q 1y

15: if T; has an edge E, € 0C,,n € {1,...,N.}, and
destination[n] = () then

16: destination[n] « Tj;

17: thick_cuts[k, n] «— C(T}, Ev);

18: ifdestination[n] # 0,¥n € {1,...,N,} then
19: break;

20: forn = 1 to N, do

21: T; <« destination[n];

22:  while true do

23: if distance[i] = 0 then

24: d; — C(T;,:) - thick_cuts[;, n];

25: thick_cuts[k,n] — —d;C(T;, E}), where Ey, is
the edge of 7; on OK;

26: break;

27: else

28: T; «— path[i];

29: £, «— common edge between triangles 7; and 75;
30: d; — C(T;,:) - thick_cuts[:, n];

31 thick cuts[k,n] «— —d;C(T;, Ey);

32: T; « Ty

33:fork = 1to £ do
34: if B, € K, then
35: thick cutslk,n] « 0,Vn € {1,...,N.};

36: return thick_cuts;

It is easy to see that if the number of conductors is bounded
by a constant (J(1), as it happens always in practice, then the
worst-case computational complexity of the algorithm is linear
w.r.t. the cardinality of the complex K.

The result of the algorithm in case of the benchmark is visible
in Fig. 6. We finally remark that the proposed algorithm does not
avoid conductors during the distance field propagation in such
a way that the dual path can pass through them (as happens in
Fig. 6). As demonstrated rigorously in [35], one can safely find
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Fig. 6. Thick cuts for the benchmark problem produced by the BFS algorithm
presented in this paper.

Fig. 7. Thick cuts for the benchmark problem produced by the BFS algorithm
avoiding propagation in K. during distance field computation.

the generators H' (K \ C;) independently for each conductor C;,
that is by considering the other conductors as insulators. Then,
one obtains a cohomology H*(X,) basis by restricting to /C,
all the cocycles previously obetained. If one avoids propagating
inside K. when computing the distance field, a set of thick cuts
with non minimal support is obtained, see Fig. 7.

C. Neumann Boundary Conditions

The same algorithm may be used when a part of 9K is sub-
ject to Neumann boundary conditions. The typical case is when
one takes advantage of some symmetry in the problem. As an
example, let us consider one of the two halves of the benchmark
problem cut in the symmetry plane as in Fig. 8. The only modifi-
cation that needs to be accounted for is that the 9K in Alg. 1 has
to be substituted only with the part of 3K subject to Dirichlet
boundary conditions. The generators in this case are visible in
Fig. 8.
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Fig. 8. Thick cuts for the benchmark problem reduced to half with Neumann
boundary conditions.
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Fig. 9. Frequency-dependent per-unit-length resistance and inductance ob-
tained with A and T — €} formulations.

IV. THIN AND THICK LINKS COMPUTATION

This algorithm may be used as is to produce optimal thick
links for 2-D electrostatic problems solved by an electric vector
potential formulation [31] and with slightly modifications to
produce optimal thick links for 3-D electrostatic computations
[35]. Also optimal thin links (or thin cuts for 2-D problems) may
be obtained by computing paths on the primal complex instead
of the dual complex. The trivial modifications needed in these
cases are left to the reader.

V. NUMERICAL RESULTS

The algorithms described in this paper have been integrated
into the CDICE research code [36]. A conductivity of 107 S/m
has been considered for all conductors. As an example, fre-
quency-dependent per-unit-length (p.u.l.) parameters of C; are
computed. The frequency course of p.u.l. resistance and induc-
tance obtained by the A and T — € formulations are shown in
Fig. 9. The two formulations show very good agreement and the
cohomology generators are computed in near real-time.
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VI. CONCLUSION

An efficient and general algorithm to produce cohomology
generators for 2-D problems has been proposed. For the first
time, this algorithm uses a shortest path algorithm applied on the
dual complex to produce the cohomology basis. This technique
has the virtue to be optimal in terms of speed and quality of the
thick cuts obtained. In particular, the obtained thick cuts typi-
cally minimize the fill-in of the linear system matrix and they
are in one-to-one correspondence with conductors, that enables
to get rid of any issue related to basis selection. We note that
compact thick cuts cannot be obtained by the acyclic subcom-
plex technique in general, being the complement of the support
of thick cuts not connected.
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